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(1) WEXE (UG) © 3 505H0MT & ik

a.

Learnability: “The next problem is to determine why language keep the struc-
ture dependence, ignoring the simple properties of linear order. Learning is
excluded, must come from innate structure ... There is no learning, so the
problem of learnability is overcome.”

Evolvability: “... the basic structure of language should be quite simple. The
result of some small rewiring of the brain that took place once and has not
changed in the brief since. The apparent contradiction with learenability,
therefore becomes sharper.”

Universality: The variety of language comes from the externalization:

“...sensory-motor systems use for externalization have nothing at all to do
with language.”

(2) BEEWHNEFET —E (cf. Enabling function: Chomsky 2021)

a.

“Ideally, it might turn out that the internal language is fixed and invariant,
close to it. That would be the optimal solution to the problem of generation
of an infinite number of thoughts.”

“the strong minimalist thesis [SMT] holds that I-language, the system that
generates thought, keeps to Merge and language independent principles, such
as computational efficiency. Optimally, any departure from the strong min-
imalist thesis should be so slight as to be susceptible to a simple account of
its origin.”

“...we have to make clear that we understand the computational operation
on which explanation is based. Merge proves to be defective in a way that
has been familiar since the origins of the generative enterprise.”
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2  Merge 5 MERGE

(3) FIREESCIE
a. VP — V NP, *PP— V NP
b. X—=Y7Z
= JRAIFNICHIRZ L.
(4) X N—FGH
= HEHIALOPE (Universal endocentricity) DA
(5) PFA (Merge, Chomsky 2013, Epstein et al. 2014, See also Larson 2015, Collins
and Stabler 2016, and Adger 2017)
a. Merge(X)Y) = {X,Y}
b. FEANZFTHE (1) @ PFEEMEREZEMICEAE S5 (cf. Chomsky, 2019b).

1. Form NP and vP separately
2. Merge NP and vP
c. BENZRIHE (2) @ PFEDERILIZ. standard recursion & IFHEZ 5.

e “suppose the workspace contains a and b. Under standard recursion with
the operation O, we could form O of a, b, call it X. That would add the
new element X to the workspace, along with a and b. That’ s standard
recursion, as in rules of formation for formal system. But Merge was
defined initially, so that a and b disappear when the set {a, b} is added

to the workspace.”
— Remove (Chomsky, 1995)

(6) PEEDY “standard recursion” ¥ 373 2 HEERAYIEH

= BENET 2 H 5051 EER T dEZ LA T.
Merge(P,Q) — {P,Q}, P, Q
build up a structure with P suchas {... {Z ... {... {P,Q} } } } =Y
WS,={P, Q, Y, {P,Q} ...}
Merge(P)Y) — { {P,Y}, P, Q, Y, {P,Q} ...} = WS,,11, where Y includes P.
= BEREZAEAHT (lethal ambiguity).

e KPfE: MERGE (cf. Chomsky, 2019a,b,c) ~

0 Top

(7) MERGE(P,Q,WS) = WS’ = {{P,Q}, x1...x,}, where conditions ... hold.
a. “MERGE applies to P, Q, and WS.”
b. “Nothing should be lost by the operation.”

c. “if a is a member of the workspace WS, it should still be accessible to
the computation in the new workspace WS’.”

d. “n (in X1 ... x,) should be minimal.”

e. “MERGE will always add one new element to the workspace.”
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(8) KROFEDE T & 2 %HE (Accessibility for MERGE)

a. “an element a can be accessible to MERGE even if it’s not part of the
workspace”

b. “a term of some element x is a member of x or a member of a term of z.”
c. A term of z might be inaccessible by
1. Phase impenetrability Condition (PIC, cf. Chomsky, 2000, 2001)
2. Minimal search (cf. Epstein et al., 2020)
(9) EVEHIH (Resource Restriction (RR)): (cf. Fong et al., 2019)
a. “Language is an organic system.”
b. “no operation Remove is needed.”
c. “Resource Restriction renders strictly Markovian.”
(10) av—rHik
a. “Copies are formed by internal Merge, but more generally, we can assume
that copies are formed generally by MERGE.”

b. “Copies are deleted for reasons of computational efficiency, but only if they’re
MERGE configurations.”

c. “we form, in a course of derivation, if there are two structurally identical
elements, we may or may not take them to be copies. It’s totally free.”
i. “the man who read the book liked the book.”

TP

i, T
DP N
N N
DpP CP T VP
PN N
the man who VP like DpP
RN PN
read DP the book

the book
(11) HIFR & H/MFEZR (minimal search)
a. “minimal search, at this point, can be an operation which searches everything
that’s been generated and marks everything it finds undeletable.”

b. “The only thing that minimal search can’t find is something that it’s c-

commanded by a head, the head of chain... so, it doesn’t mark undeletable,
therefore it deletes.”

~ KGFEOE LD N
o RIFERMEEEMANDHEETH D, BIELULDOE T TORZE GBI - HIFR) 3FFEhTw
200,

o RUFEICKD, ROMEEZEMICHN I LVWERIFZ—DIIR2. EHICRR &b, PIC, &
INRZR (c-#ifHl) 12 & D, accessible element IZHlfR X415 .

o I — I RHFAIC K o T S N, MEEZERMNICBVWTHENF CEREZaVY—ART
ZEMTES.

o HMERIZK 5o THOD o LEBRIFHIFREIN T, c-MlZN TV S a v —I3HIBREh 5.

e RRICED., BIEDEREMOBERML 4L, IREDRELIZR S Z AT ERW.
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2.1 SABBHE (External MERGE) X REYHE (Internal MERGE)

(12) SIS (13) ARIPEE
a. i. WS;={ab,...} a. WSy = { {a,{bc}}, ... }
b. MERGE(c,{a,{b,c}}, WS;)
= { {Clv{a7{b702}}} } = WS,
c. Minimal search
b. no violation of RR. = oy IX7 7 & AT,

ii. MERGE(a, b, WS;)
= [{ab},...} = WS,

22 HED TERE) (Chomsky, 2019b; Komachi et al., 2019; Kitahara and Seely, 2021)
(14) FIPEE (Parallel Merge, cf. Citko, 2005; Citko and Gracanin-Yuksek, 2021)

WS, = {{ab}, c, ...}

b. MERGE(b,c,WS;) = { {a,b},{b,c}, ...} = WS, 11

[ ]

[

®

{b,c} DD b & {b,c} BEIH L 77t AA[RERER
BMERD 2 DD bs Z HD1F % — RR violation
(15) M5 PFE (Sideward movement, cf. Nunes, 2001, 2004)
a. WS, = { {a,b}, {c,d, ...} }
b. MERGE(a,c,WS;) = { {a,c}, {a,b},{c,d...} } = WS,;+1
o {act NDa,c, ZLT {a,ct BIEDDH L 77 AAJREIREFHR
o F/NMERBINLZFEDIFS — RR violation
(16) EFDFA (Late-Merge, cf. Lebeaux, 2000)
a. WS; = { {{a,b}, {c,dse,...}} }
b. MERGE(b, e, WS;) = { {b,e}, {{a,b},{c,dje...}} } = WS,+1
o {be} ND b, e, ZL T {be} BEIH L 77 bt AA[REILER
o F/MERBINLZREDITS — RR violation
(17) RIEERINFEE) (Counter-cyclic movement, cf. Chomsky, 2008, 2013; Epstein et al., 2012)
a. WS; = { {a,{b,{c,d}} }
b. MERGE(d,{b, {c,d}}, WS,)

= { {d7{b7{c7d}}}7{a7{b7{cvd}}}} } = WSi+1
e {d{bfedl}} HikE ZOBEENT b ARG ES
o FR/INERNMINLZRDITS — RR violation

3 MERGE D&E#E
3.1 PBC Effect

(18) Proper Binding Condition: (Fiengo, 1977; Saito, 1989)
Traces must be bound.
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a. *Downward and sideward movement (RR violation)
b. *Head movement (an unformulable operation)
c. *Remnant Movement (cf. Miiller, 1996; Kitahara, 1997; Takano, 2000)

(19) Remnant Movement: (cf. Epstein et al., 2018)
a. *[which picture of t1]o does wonder who; Mary likes to7 (Saito, 1992, 80)
b. [cp [Prea t: How proud of Bill]; is [pp John; t;]]7 (Takano, 1995, 332)

3.1.1 RR + MS + PIC = PBC effect: Kitahara and Seely (2021)
(20) a. [cp [ which [ picture [ of who;]]]2 [c+ [ who; [¢7 Cphaser ---[x ... who; ...]2 ]]]]

b CP
/\C’

which who; C
pictg\ C ph,as(ﬁfl/\" .
of who;

o -G A ¥ —FRILRICHR WD, a b —DHIBRIZFARITH D, 20D a ' — who
BB 577t RAA[EEREE. — RR violation

e —J7. (21) Ti, remnant phrase IZH % John DA =137 7 £ AR[RET D % 23,
[spec, TP] I2® % John Z PICIZX D, 77 XAAA[THS. — no RR violation

(21) a. [cp [John; [ how [ proud [of Bill |; [ Cpraser [cr Johni [rp John; ... ];]]]]]]

Johni Cph,aseH TP

John; ...

3.2 RiEZNR (Freezing Effect)

o ZO7 Fu—FTik FFEEHIK (subject islands) ZEL Z X TERW (cf. Sugi-

moto, 2019).
cp
N e [spec,v*P| ITH % FEEIZHR/IMFRRITED,
™A~ 7 7L ARAHETH D, [spec, TP 12H %
© e FEERX T 7R AFRETH D, RFEICED
DF, T BEHIOHIKEHN X5 ICR 503 (pace
N o T, Goto and Ishii, 2020).

)

RHEDHHHAICBIT 5 A-/A-BHEIOM

NP PP DP; v*

/NN /\ BOMFADRBEN (cf. Chomsky, 2008).
P wh D NP v¥ VP
/N
NP PP
P wh
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